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Abstract—The reputation-based scheme is a promising solution
to prevent malicious behaviors in Vehicular Ad-hoc Networks
(VANETs). However, traditional centralized reputation schemes
are not suited for distributed networks, while decentralized
reputation schemes are vulnerable to malicious vehicles spreading
false messages. Most of these schemes assume that the behavior
of vehicles can be accurately measured as reputation from the
communication, ignoring that malicious vehicles may behave
intelligently to avoid being detected. In this paper, we propose
a hybrid reputation system (HDRS) which allows vehicles and
roadside units (RSU) to complete reputation evaluations sepa-
rately and provide references to each other. HDRS utilizes a
reliability evaluation module to filter out unreliable calculation
results and reference records. Furthermore, HDRS includes a
dynamic adjustment mechanism for the reputation update inter-
val, employing Analytic Hierarchy Process (AHP) and reliability
evaluation results to resist intelligent attacks. Simulation results
illustrate that HDRS can maintain a high detection rate and low
false-positive rate for detecting malicious vehicles in different
environments. Compared with existing schemes, HDRS increases
the detection rates of collusion and intelligent attacks by 30%
and 16%, respectively.

Index Terms—VANETs; reputation system; hybrid architec-
ture; reliability evaluation; dynamic adjustment

I. INTRODUCTION

OWING to open, distributed, and highly dynamic charac-
teristics, VANETs are vulnerable to attacks by malicious

vehicles [1, 2]. Attackers can spread false messages or launch
malicious attacks, causing congestion or even traffic accidents
in scenarios with dense traffic or sparse traffic, or blind zones
of infrastructure [3]. Therefore, it is challenging to establish
the trust of vehicles accurately based on the communications
while detecting malicious vehicles in VANETs.

The reputation-based scheme is one of the important re-
search directions to ensure secure and reliable communication
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[4, 5]. Based on reputation, which is defined as the confidence
of one node on the other for performing a specific information
interaction in VANETs [6], each vehicle can measure the cred-
ibility of others before taking action on the received message
to avoid serious consequences caused by false messages [7].

Reputation systems can be divided into centralized and
distributed based on the architecture. The centralized scheme
relies on the center to evaluate the global reputation of the ve-
hicle, but it is not suitable for the blind zones of infrastructure
[8]. The distributed scheme relies on vehicles to self-organize
to update each other’s reputation. However, the evaluation
results may be inaccurate due to insufficient references [9].

In VANETs, malicious vehicles can ally to achieve collusion
attacks [10]. They improve their reputation at a low cost
and give unreasonable low scores to a target vehicle. If the
evaluator does not verify whether the result is reliable when
updating a target’s reputation, it is easy for malicious vehicles
to implement collusion attacks by providing false opinions.
Therefore, in addition to using references to calculate the trust
value, a reputation system should also evaluate the reliability
of these references and the likelihood of the target vehicle
reaching the expected trust value [11].

Furthermore, intelligent malicious vehicles in VANETs may
switch between malicious and legitimate. As depicted in Fig.1,
these vehicles control the ratio of their malicious behavior to
legal behavior for a while. Kerrache et al. [12] pointed out
that intelligent malicious vehicles can bypass the detection of
the reputation system in the manner described above. They
proposed to evaluate the trust among vehicles for independent
periods and compute the behavior variation of the target vehi-
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Fig. 1. Intelligent attacks. For reputation systems with the fixed reputation
update interval, malicious vehicles can stabilize the reputation fluctuation
above the detection threshold by controlling the ratio of their malicious
behavior to legal behavior for a while.
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Fig. 2. Dynamic update interval. If the reputation update interval changes
dynamically, it will be difficult for malicious vehicles to switch behavior
patterns to maintain stable reputation fluctuations.

cle between smaller, consecutive periods to prevent intelligent
attackers from attempting to bypass the reputation system
[13]. Later, they proposed a new mechanism for detecting
intelligent attacks based on an adaptive detection threshold
[14], the essence of which is to amplify the punishment
for malicious behavior. According to theoretical analysis and
simulation experiments, we find that this mechanism will
produce a particular amount of false alarms. In addition, the
detection rate of this mechanism decreases significantly when
the proportion of malicious behavior of the attacker is low.

This paper proposes a hybrid reputation system (HDRS)
to solve the above problems, in which the vehicle and the
RSU update target’s V2V reputation and global reputation
separately and provide a reference to each other. We utilize
the reliability evaluation module to filter out the unreasonable
results obtained by the trust calculation module by measuring
the expected value and the deviation value. In addition, we pro-
pose adjusting the update interval of the evaluator dynamically
by quantifying the security of the communication environment
(see Fig.2). The main contributions of this paper are as follows.

1) We propose a hybrid reputation system (HDRS), in which
V2V reputation and global reputation are evaluated through
multiple reference sources, respectively, which effectively bal-
ances the infrastructure dependence with a comprehensive
evaluation of multiple reference sources.

2) We utilize a reliability evaluation module to evaluate
the creditability of the trust value calculated from multiple
references, which can mitigate collusion attacks by filtering
unreasonable results.

3) We propose a dynamic mechanism for adjusting the repu-
tation update interval based on the communication security of
the evaluator to avoid malicious vehicles bypassing detection.

The rest of the paper is organized as follows: Section II
reviews related works. Section III introduces the entities and
hybrid architecture of HDRS and the attack model of malicious
vehicles. In Section IV, we provide the design details of our
scheme. In Section V, we analyze the detection performance
of HDRS in simulation. Finally, we summarize our work in
Section VI.

II. RELATED WORK

In this section, we review the trust management schemes in
VANETs.

A. Cryptography-based Schemes

Many latest studies utilize cryptography to help trust es-
tablishment in VANETs. Hu et al. [15] proposed a reliable
trust-based platoon service recommendation (REPLACE) to
compute the trust value of the platoon head in a platoon-
ing application. The security of this scheme is based on
establishing a secure session key between the RSU and the
vehicle using public-key cryptography and certificates. The
use of the established non-interactive session key prevents
malicious vehicles from launching attacks. Kerrache et al.
[16] proposed a social-driven trust management scheme for
the Internet of Vehicles (IoV) which utilizes chaotic maps-
based PKI for establishing trust among communicating nodes.
Azad et al. [17] proposed a collaborative crowdsourcing-
based vehicle reputation system (TrustVote) in which the RSU
utilizes homomorphic encryption to hide vehicles’ weighted
aggregated credibility scores and the list of interacted vehicles.

B. Reputation-based Schemes

Reputation computation is considered to be a computation-
ally cheaper alternative to cryptography [2]. There are two
main categories of existing reputation schemes in VANETs:
centralized and distributed schemes. The centralized reputation
scheme relies on infrastructure to centrally update and main-
tain the global reputation of vehicles. Li et al. [18] pointed
out that a centralized scheme is easier to manage, control,
and secure. They designed a reputation-based announcement
scheme for VANETs based on these characteristics. Cui et al.
[19] proposed a centralized-based reputation scheme suitable
for highways and urban roads in which the Trusted Authority
(TA) weights the feedbacks from different vehicles and update
the target’s reputation score. TA adds a target to the blacklist
and announces its true identity when its reputation is below
the threshold. Kadadha et al. [20] utilized RSUs to form a
blockchain and designed a smart contract to hold and update
the reputations of registered vehicles transparently and in
a trusted manner on-chain. Khalid et al. [21] proposed an
incentive provisioning scheme in which the RSU updates the
initiator’s reputation based on the event validations provided
by the witnesses, and the initiator rewards the witnesses
afterwards.

The distributed reputation scheme does not depend on the
infrastructure, and the vehicles maintain and update the V2V
reputation through self-organization. El et al. [9] developed
a reputation model that can evaluate the trustworthiness of
both vehicles and messages. To reduce the overhead during
propagation, the single-hop nodes, which are close to each
other and similar in their mobility pattern, are clustered into
individual platoons. Kudva et al. [22] proposed to build
a blockchain by self-organization of vehicles and filter the
malicious miner vehicles based on service standard score.
Xu et al. [23] proposed a trust-based probabilistic broadcast



scheme (TPB). TPB has a lightweight trust management model
based on direct and recommended trust evidence to obtain
vehicles’ trust levels. Kerrache et al. [24] proposed a scheme
called T-VNets, in which the vehicles follow a centralized
reputation method within the transmission range of the RSU
and update the V2V reputation through self-organization in
the blind zone.

There are two ways to trigger an update in reputation
systems: interaction-based and time-based. The interaction-
based method requires setting a critical value for the number
of interactions to trigger the update. Ahmad et al. [6] proposed
a novel trust evaluation and management (TEAM), in which
vehicles will update each other’s reputation every time they
complete an interaction. Dias et al. [25] proposed a cooperative
watchdog system in which vehicles evaluate the target vehicle
based on a particular number of interaction records. In these
schemes, the target vehicle can control when its reputation is
updated by the evaluator by adjusting the number of inter-
actions, thereby achieving reputation manipulation. The time-
based triggering method needs to set a trigger period. Kerrache
et al. [13] proposed a risk-aware trust-based architecture
for collaborative multi-hop vehicular communications. In this
scheme, the evaluator maintains a fixed reputation value of
the target vehicle until the timer triggers the next update.
In the time-based method, the evaluator occupies a dominant
position and can decide when to update the reputation of a
target vehicle. However, it is challenging to set a reasonable
fixed update interval in the complex and variable environment
of VANETs.

C. Machine Learning-Based Schemes

Recently, scholars have tried to combine machine learning
to assist in the detection of malicious vehicles. Fan et al. [26]
proposed an attribute-weighted k-means clustering algorithm
to identify legitimate messages among messages with pos-
sibly contradictory contents received during a short period.
Shams et al. [27] proposed a trust-aware intrusion detection
and prevention system, including a support vector machine
(SVM) module to detect malicious behaviors. Magaia and
Sheng [28] proposed a novel reputation framework ReFIoV
for information-centric vehicular applications leveraging on
machine learning and the artificial immune system. This
scheme uses the k-means clustering algorithm to cluster nodes
and integrates other nodes’ recommendations to make the
framework resilient against false accusations and praise as
a result of unpredictable nodes’ behavior. Xiao et al. [29]
proposed a hotbooting policy hill climbing (PHC)-based UAV
relay strategy with reinforcement learning to help the VANET
resist smart jamming in the dynamic game without being
aware of the VANET model and the jamming model.

III. THE HYBRID ARCHITECTURE OF HDRS

This section introduces the entities in HDRS and the hybrid
architecture of HDRS and the attack model of malicious
vehicles.
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Fig. 3. System model.

A. System Model

As depicted in Fig.3, there are two main types of entities
in HDRS: vehicles and RSUs.

1) Vehicles. In a V2V reputation evaluation process, vehi-
cles are divided into three roles: evaluator, target, and neighbor.
The vehicles that realize information interaction are evaluators
and targets of each other. Vehicles within the evaluator’s
transmission range are its neighbors. The evaluator updates
the V2V reputation of a target vehicle based on the records
of multiple reference sources and shares this information with
neighbors and RSUs. Neighbors provide the evaluator with the
historical V2V reputation of a target vehicle. Since multiple
reputation evaluation processes may exist parallel in VANETs,
a vehicle may play different roles simultaneously.

2) RSUs. RSUs receive the V2V reputation of vehicles
within their transmission range and update the global repu-
tation of all vehicles. Then, they punish malicious vehicles
and update the global blacklist. Finally, RSUs announce the
updated information to all vehicles within their transmission
range and one-hop neighbor RSUs.

B. Our Reputaiton System

HDRS contains V2V reputation and global reputation, up-
dated by the evaluator and RSU, respectively. A target vehicle
may have multiple V2V reputations due to the presence of
multiple evaluators, but its global reputation is unique.

1) V2V Reputation: Four reference sources are required for
the calculation of V2V reputation.
• Direct experience: The evaluator stores all records of

direct interactions with the target.
• Opinion of neighbor: The evaluator receives and stores

the target’s V2V reputations updated by neighbors.
• Role-based rule: The evaluator formulates trust rules

based on different identities of vehicles.
• Global reputation: The evaluator receives and stores the

target’s global reputation, regularly updated and published by
the RSU.



The evaluator calculates the target’s trust value based on the
above four reference sources and evaluates the reliability of
the result. If the trust value passes the reliability test and is
higher than the detection threshold, it will be updated as the
target’s V2V reputation. Otherwise, the target is added to the
evaluator’s local blacklist.

2) Global Reputation: Three reference sources are required
for the calculation of global reputation.
• V2V reputation: the RSU receives and stores vehicles’

V2V reputations within the transmission range.
• Opinion of RSU: the RSU receives and stores the reputa-

tion opinions provided by neighbor RSUs.
• Historical reputation: the RSU stores the global reputation

of all vehicles calculated for each round.
The RSU calculates the vehicle’s trust value based on the

above three reference sources and evaluates the reliability
of the result. Then, by comparing the historical reputation,
RSU determines whether the vehicle needs to be punished. If
the trust value is higher than the detection threshold, it will
be updated as the vehicle’s global reputation. Otherwise, the
vehicle is added to the global blacklist.

C. Attack Model

HDRS considers the following five malicious behaviors.
• False message: Malicious vehicles send false messages to

deceive other vehicles.
• Value imbalance attacks: Malicious vehicles send genuine

infotainment information to enhance their reputation and then
send false road safety information or traffic efficiency and
management information to deceive other vehicles.
• Selfish behavior: Selfish vehicles utilize the resources

transmitted in VANETs while not providing services to others
[25].
• Collusion attacks: Malicious vehicles ally to enhance their

reputation at a low cost and jointly give unreasonable low
scores to target vehicles.
• Intelligent attacks: Malicious vehicles control their be-

havior for a period of time to keep the reputation above the
detection threshold, thereby bypassing reputation detection.

IV. PROPOSED DETAILS

This section presents the trust calculation and reliability
evaluation modules and then describes how the evaluator and
RSU update the V2V and global reputations. Finally, we
introduce how to adjust the update interval dynamically. The
main notations in this section are given in Table I.

A. Trust Calculation Module

The basis of the reputation update is to calculate the trust
value. The trust calculation module calculates the target’s
trust value by weighted averaging the rating values in the
records from different reference sources. To defend against
value imbalance attacks, we set three reputations of the target
vehicle based on information types.

TABLE I
NOTATIONS.

Notation Description

T Trust value

X Reference source

D,O,R,G Direct experience, opinion of neighbor, role-based rule,
and global reputation

m,n, c Evaluator, target, information type

rs, tm, in Road safety information, traffic efficiency and manage-
ment information, and infotainment information

h Historical behavior record

<X(m,n, c) Set of all records

ω Weight function

t Recorded time

s Rating value

ρ Reliability evaluation value

ρRX , ρDX Rating reliability and deviation reliability

Rv,Rg V2V reputation and global reputation

τD, τR Detection threshold and reliability threshold

β Fixed weight coefficient

The trust value is calculated by

TX(m,n, c) =

∑
h∈<X(m,n,c) ωX(h) · s∑
h∈<X(m,n,c) ωX(h)

, (1)

where TX denotes the trust value calculated utilizing the
records provided by the reference source X; X is one of
D, O, R, and G standing for direct experience, opinion of
neighbor, role-based rule, and global reputation, respectively;
m denotes the evaluator; n denotes the target vehicle; c denotes
the information type, such as road safety information (rs),
traffic efficiency and management information (tm), and info-
tainment information (in) [30]; <X(m,n, c) denotes the set of
all records associated with X; h denotes the historical behavior
record of the target, and its storage form is determined by X;
ωX(h) denotes the weight function of the record (ωX(h) ∈
[0,1]); s denotes the rating value stored in the record.

B. Reliability Evaluation Module

Evaluators may face insufficient references or significantly
deviations in neighbors’ opinions. These cause the trust value
obtained by the trust calculation module to be unreliable.
Therefore, we utilize the reliability evaluation module to
mitigate those adverse effects.

The reliability value of TX(m,n, c) is defined as

ρX(m,n, c) = ρRX(m,n, c) · ρDX(m,n, c), (2)



where ρRX(m,n, c) denotes the rating reliability;
ρDX(m,n, c) denotes the deviation reliability. ρX(m,n, c) ∈
[0,1], where 0 indicates the result of the trust calculation is
entirely unreliable, and 1 indicates it is entirely reliable.

Rating reliability is similar to the expected value in statistics
and is used to measure the number and credibility of records.

ρRX(m,n, c) = 1− e−γX ·(
∑
h∈<X (m,n,c) ωX(h))

, (3)

where γX is the control factor, which can be adjusted based
on the value of X . Since there is usually more than one direct
interaction record and neighbor’s opinion, we tend to make
γD and γO smaller than γR and γG. ρRX(m,n, c) increases
from 0 to 1 when the sum of weights increases from 0 to +∞.

Deviation reliability is similar to the deviation in statistics
and is used to measure the difference between rating values
in records.

ρDX(m,n, c) = 1−
∑
h∈<X(m,n,c) ωX(h) · |s− TX(m,n, c)|∑

h∈<X(m,n,c) ωX(h)
.

(4)
When ρDX(m,n, c) is 1, it indicates that the deviation does
not exist.

C. Update Process of V2V Reputation

As shown in Fig.4, the evaluator utilizes the trust calculation
module to calculate the direct trust (TD), indirect trust (TO),
role-based trust (TR), and global trust (TG) of the target
vehicle based on the records provided by the four reference
sources and utilizes the reliability evaluation module to obtain
the corresponding reliability values ρD, ρO, ρR, and ρG. Then,
the evaluator utilizes the fusion mechanism to fuse the ob-
tained trust values and reliability values respectively to update
the target’s V2V reputation and reliability value. Algorithm
1 illustrates this process. The specific update process of the
update interval Time is given in Section IV-E.

1) Direct Trust: The evaluator calculates the direct trust TD
and its reliability ρD based on direct interaction experience
with the target vehicle. Specifically, the evaluator m records
every interaction with the target n. The evaluator stores all
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Fig. 4. The update process of V2V reputation.

Algorithm 1 The update process of V2V reputation
Input:
<X(m,n, c), X ∈ {D,O,R,G};

Output:
Rv(m,n, c);

1: while Time = 0 do
2: if <D(m,n, c) 6= ∅ then
3: ωD(h)← e−

∆t(h)
λ ;

4: Calculate TD(m,n, c), ρD(m,n, c) by Eq.(1)-(4);
5: end if
6: if <O(m,n, c) 6= ∅ then
7: ωO(h)← ε ·Rv(m, p, rs);
8: Calculate TO(m,n, c), ρO(m,n, c) by Eq.(1)-(4);
9: end if

10: if <R(m,n, c) 6= ∅ then
11: ωR(h)← g;
12: Calculate TR(m,n, c), ρR(m,n, c) by Eq.(1)-(4);
13: end if
14: if <G(m,n, c) 6= ∅ then
15: TG(m,n, c)← Rg(n, c), ρG(m,n, c)← ρ(n, c);
16: end if
17: Calculate Rv(m,n, c),ρRv(m,n, c) by Eq.(8)-(10);
18: if Rv(m,n, c) ≥ τD and ρRv(m,n, c) ≥ τR then
19: Update the V2V reputation of the target n to

Rv(m,n, c);
20: end if
21: Update the local blacklist;
22: Update Time and restart timing.
23: end while

interaction records locally in the form of h = (D,m, n, c, t, s),
where t denotes the recorded time when the interaction
occurred; s is the satisfaction of the evaluator m with this
interaction, and the possible values of s are {0, 0.5, 1}, where 0
indicates that m determines that n provides false information,
0.5 indicates that m does not use the information provided by
n, and 1 indicates that m determines that n provides correct
information. Therefore, if the malicious vehicles send false
messages, they will be blacklisted by other vehicles.

New interaction records have higher reference values, so the
weight function of direct trust is defined as

ωD(h) = e−
∆t(h)
λ , (5)

where ∆t(h) is the difference between the current time and
the recorded time of h; λ is the control factor, which can be
adjusted depending on the time unit. For instance, if the time
unit is in the order of seconds and we want a record obtained
ten seconds earlier to only have half the effect of a new record
obtained, we can set λ = −10/ ln 0.5.

When calculating direct trust, the evaluator picks all records
h of X = D to form a set <D(m,n, c) first; then, the evaluator
calculates the weight function ωD(h) based on recorded time
t and Eq.(5); finally, the evaluator calculates TD(m,n, c) and
ρD(m,n, c) based on ωD(h), rating value s, and Eq.(1)-(4).
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2) Indirect Trust: The evaluator calculates the indirect trust
TO and its reliability ρO based on neighbors’ opinions. Specifi-
cally, the evaluator m collects neighbors’ opinions of the target
vehicle n, which are shared between vehicles through beacons.
We extend the beacon to the structure depicted in Fig.5. The
extended content includes the target’s ID, information type,
and opinion value. The beacon packet is usually larger than
200 bytes, and the maximum payload of the MAC layer is
generally above 1,400 bytes [31], so the additional overhead
caused by adding 4 bytes is even negligible. In addition, adding
extra information in beacons to achieve distributed protocol
design is common in VANETs [14, 32, 33]. The evaluator
stores all opinions locally in the form h = (O, p, n, c, s),
where p denotes the neighbor’s identity; s denotes the opinion
value, which is the V2V reputation of the target n updated by
the neighbor p.

The evaluator calculates the similarity through the distance
with the neighbors, and it defaults that the opinions provided
by the neighbors with high similarity are valuable. The simi-
larity ε is calculated as follows.

ε =

{
1, ∆L ≤ L
L

∆L , ∆L > L
, (6)

where ∆L denotes the distance between the evaluator and
neighbor; L is the defined trusted distance, and the evaluator
sets the similarity of neighbors within this range to 1.

The weight function of indirect trust is defined as

ωO(h) = ε ·Rv(m, p, rs), (7)

where Rv(m, p, crs) is the V2V reputation for road safety
information of the neighbor p evaluated by the evaluator m.

When calculating indirect trust, the evaluator picks all
records h of X = O to form a set <O(m,n, c) first; then,
the evaluator calculates the weight function ωO(h) based on
the distance to the neighbor and the neighbor’s reputation;
finally, the evaluator calculates TO(m,n, c) and ρO(m,n, c)
based on ωO(h), opinion value s, and Eq.(1)-(4).

3) Role-based Trust: The evaluator calculates the role-
based trust TR and its reliability ρR based on role-based
rules, which are set by the evaluator or provided by a trusted
center. Role-based rules are tuples of the following form:
h = (R, rolen, c, g, s), where rolen denotes the role of n (e.g.
bus, private car, and police car), c denotes the information type
the rule applies, g is the belief strength of the evaluator on this
rule (g ∈ [0, 1]), and s is the reference value stipulated by this
rule (w ∈ [0, 1]).

When calculating role-based trust, the evaluator picks all
records h of X = R to form a set <R(m,n, c) first; then, the
evaluator assigns the values of g to the weight function ωR(h);
finally, the evaluator calculates TR(m,n, c) and ρR(m,n, c)
based on ωR(h), s, and Eq.(1)-(4).

4) Global Trust: The evaluator calculates the global trust
TG and its reliability ρG based on the target’s global rep-
utation and its reliability issued periodically by the RSU.
Specifically, the evaluator stores the global reputation of
neighbors periodically published by the RSU in the form
of h = (G,Rg(n, c), ρ(n, c)), where Rg(n, c) is the global
reputation of the target on c-type information, and ρ(n, c) is
the reliability of Rg(n, c).

When calculating global trust, the evaluator picks all records
h of X = G to form a set <G(m,n, c) first; then, the evaluator
assigns the results of Rg(n, c) and ρ(n, c) to TG(m,n, c) and
ρG(m,n, c), respectively. The specific calculation process of
global reputation is given in Section IV-D.

5) Fusion Mechanism: The evaluator fuses TD(m,n, c),
TO(m,n, c), TR(m,n, c), and TG(m,n, c) to obtain the V2V
reputation of the target vehicle.

Rv(m,n, c) =

∑
X∈(D,O,R,G) αX · TX(m,n, c)∑

X∈(D,O,R,G) αX
, (8)

where αX denotes the weight:

αX = ηX · ρX(m,n, c), (9)

where ηX denotes the importance of reference source X
(
∑
X∈(D,O,R,G) ηX = 1). ηD is maximized when the evaluator

has sufficient direct interactions with the target vehicle; ηO
increases when there are sufficient neighbors’ opinions; ηR
increases when the first two conditions are not satisfied and the
evaluator is in the blind zone; ηG increases when the evaluator
receives the global reputation from the RSU.

Then, the evaluator evaluates the reliability ρRv(m,n, c) of
Rv(m,n, c) based on ρD(m,n, c), ρO(m,n, c), ρR(m,n, c),
and ρG(m,n, c).

ρRv(m,n, c) =

∑
X∈(D,O,R,G) αX∑
X∈(D,O,R,G) ηX

. (10)

If ρRv(m,n, c) < τR, where τR is the reliability threshold,
Rv(m,n, c) is unreliable, and the evaluator will interrupt this
update; otherwise, Rv(m,n, c) is reliable, and the evaluator
continues to perform subsequent judgment.

If Rv(m,n, c) < τD, where τD is the detection threshold,
the evaluator determines that the target is a malicious vehicle
and adds it to the local blacklist; otherwise, the evaluator
updates the V2V reputation of the target to Rv(m,n, c).

D. Update Process of Global Reputation

As shown in Fig.6, the RSU updates the global reputation
of vehicles that first enter its transmission range based on the
latest opinion provided by neighbor RSUs. When a vehicle’s
global reputation is updated subsequently, the RSU calculates
the overall trust and evaluates its reliability by referring to the
V2V reputation provided by evaluators. If it passes the reli-
ability test, the RSU implements the punishment mechanism,
which calculates the global reputation based on the overall
trust and the historical reputation of the vehicle in the previous
round. Algorithm 2 illustrates this process.
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Algorithm 2 The update process of global reputation.
Input:

OldRg(n, c), Rv(m,n, c), Rg(m, rs);
Output:

Rg(n, c);
1: while Time = 0 do
2: Calculate T (n, c) by Eq.(11);
3: ωG(h)← Rg(m, rs), s← Rv(m,n, c);
4: Calculate ρ(n, c) by Eq.(2)-(4);
5: if ρ(n, c) < τR then
6: Break;
7: end if
8: ϕ =

∑
c∈(rs,tm,in)(T (n, c)−OldRg(n, c));

9: if ϕ > 0 then
10: Rg(n, c) = T (n, c);
11: else if ϕ = 0 then
12: Rg(n, c) = T (n, c)− ( τD

aT (n,c)b
)χ;

13: else
14: Rg(n, c) = T (n, c)− ϕ2;
15: end if
16: if Rg(n, c) < τD then
17: Add the vehicle n to the global blacklist;
18: else
19: Update the global reputation of the vehicle n to

Rg(n, c).
20: end if
21: Start the next round of timing.
22: end while

Specifically, the RSU calculates the overall trust T (n, c) of
the vehicle n first.

T (n, c) =

∑
∀m∈Range(RSU)Rg(m, rs) ·Rv(m,n, c)∑

∀m∈RSU Rg(m, rs)
,

(11)
where Range(RSU) is the set of all vehicles within the
transmission range of the RSU; Rg(m, rs) is the global
reputation for road safety information of the evaluator m;
Rv(m,n, c) denotes the V2V reputation for c-type information
of the vehicle n evaluated by the evaluator m.

Secondly, the RSU assigns Rg(m, rs) to the weight function
ωG(h) and Rv(m,n, c) to the rating value s, and utilizes
Eq.(2)-(4) to calculate the reliability ρ(n, c). If ρ(n, c) < τR,
the RSU interrupts this update; otherwise, it continues with

the subsequent steps.
Then, the RSU calculates the difference ϕ between the

overall trust T (n, c) and the historical reputation of the vehicle
in the previous round OldRg(n, c).

ϕ =
∑
c∈(rs,tm,in)(T (n, c)−OldRg(n, c)). (12)

Finally, the RSU implements the punishment mechanism.

Rg(n, c) =


T (n, c), ϕ > 0

T (n, c)− ( τD
aT (n,c)b

)χ, ϕ = 0

T (n, c)− ϕ2, ϕ < 0

, (13)

where a, b, and χ are punishment parameters for selfish
behavior. If ϕ > 0, RSU determines the behavior of the vehicle
n is normal; if ϕ = 0, RSU determines the behavior of the
vehicle n is selfish; if ϕ < 0, RSU determines the behavior
of the vehicle n is malicious. RSU does not punish normal
behavior and adopts varying degrees of punishment for selfish
and malicious behavior.

If Rg(n, c) ≥ τD, the RSU updates Rg(n, c) as the
new global reputation of the vehicle n; otherwise, the RSU
determines that the vehicle n is malicious and adds it to the
global blacklist.

E. Dynamic Adjustment Mechanism of Update Interval

1) Calculation Method of Update Interval: The evaluator
calculates the update interval based on the security of its
communication environment.

Time′ =
µ · Es
M + 1

, (14)

where µ is the initial update interval; Es is the security of the
communication environment calculated by the evaluator; M is
the total number of malicious interactions in this round.

In Section IV-B, we introduce that reliability can measure
the number of neighbors, their reputations, and the deviation
of their opinions. These factors reflect the security of the
evaluator’s communication environment. Therefore, we utilize
the calculation results of the reliability evaluation module to
quantify the security value, which is defined as

Es =
∑
c∈(rs,tm,in) βc · Sc (15),

where βc is the fixed weight coefficient of Sc, which de-
notes the influence of c-type information on the security, and∑

c∈(rs,tm,in) βc = 1; Sc is defined as

Sc∈(rs,tm,in) =
∑
∀n∈Neigh(m) ρRv(m,n, c), (16)

where Neigh(m) is the set of all neighbors within the
transmission range of the evaluator m.

We set the range of the update interval to [mint,maxt], so
the result of Time is as follows.

Time =


maxt, if Time′ > maxt

mint, if Time′ < mint

Time′, otherwise
. (17)

Each time the evaluator performs an update, the results
obtained by the reliability evaluation module are different.
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TABLE II
THE FUNDAMENTAL SCALE.

Importance scale Definition

1 Equal importance
3 Moderate importance of one over an-

other
5 Essential or strong importance
7 Very strong importance
9 Extreme importance
2,4,6,8 Intermediate values between the two

adjacent judgments
Reciprocal If the ratio of the importance of factor

i to factor j is aij , then the ratio of
the importance of factor j to factor i is
1

aij
.

Therefore, the update interval changes dynamically over time.
Since the evaluator does not disclose the calculation results of
the reliability evaluation module, malicious vehicles could not
launch intelligent attacks by adapting to the update interval.

2) Calculation Method of Weights: The fixed weight co-
efficients βc∈(rs,tm,in) are calculated by the evaluator or a
trusted center. We utilize Analytic Hierarchy Process (AHP)
to quantify the impact of information type on security. AHP is
a simple, flexible, and practical multi-criteria decision-making
method for quantitative analysis of qualitative problems, in-
cluding five steps [34].

Step 1. We establish the hierarchical structure model shown
in Fig.7 according to the security impact factors and informa-
tion types. Factors affecting communication security include
vehicle status, personnel status, V2V security status, geo-
graphic location, and environmental status [35]. Information
types include road safety information, traffic efficiency and
management information, and infotainment information [30].

Step 2. Combined with Table II, we construct judgment ma-
trices by analyzing the mutual importance of information types
and impact factors. The numbers 1-9 and their reciprocals are
used as scales to define the judgment matrix A = (aij)n×n.

Step 3. We utilize the eigenvector method to calculate the

TABLE III
RANDOM CONSISTENCY INDICATOR RI.

n 1 2 3 4 5 6 7 8

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41

weight coefficient of each matrix.

AW = λmaxW, (18)

where λmax is the maximum eigenvalue of the judgment
matrix, which exists and is unique.

Step 4. For the constructed judgment matrix, we need to
conduct a consistency test. Firstly, we calculate the consistency
index CI .

CI =
λmax − n
n− 1

. (19)

Then we find the random consistency index according to Table
III. Finally, we calculate the consistency ratio CR.

CR =
CI

RI
. (20)

If CR < 0.1, it is judged that the matrix passes the
consistency test.

Step 5. We calculate the composite weights of the target
level and assign them to the fixed weight coefficients βrs,
βtm, and βin, respectively.

V. PERFORMANCE EVALUATION

In this section, we compare HDRS with other reputation
schemes and perform simulation experiments.

A. Comparison

As illustrated in Table IV, we compare HDRS with the ex-
isting reputation schemes in various environments. In addition,
we analyze the attacks that these schemes can resist.

1) Adaptability to Various Environments: Generally, reputa-
tion schemes are affected by traffic conditions and blind zones
of infrastructure [3]. We compare and analyze the adaptability
of these schemes in three different scenarios.

Sparse Traffic. At particular times of the day (e.g., between
midnight or 6 am in the morning), the traffic density may
be so low that the evaluator can not accurately evaluate the
reputation of the target vehicle due to the loss of opinions from
neighbors. The global reputation in [14] and [9] mitigates the
insufficient opinions of neighbors. However, the accuracy of
the global reputation is still affected by the traffic density.
In contrast, in addition to providing a global reputation, [18],
[24], and HDRS can solve insufficient reference records by
using role-based rules. They have strong adaptability to sparse
traffic scenarios.

Dense Traffic. In urban areas or highways, there are sce-
narios with high traffic density. In these cases, the reputation
system has many reference records when updating the target’s
reputation, and it needs to determine the influence of each
record from multiple dimensions to improve the accuracy



TABLE IV
COMPARISON OF HDRS WITH OTHER REPUTATION SYSTEMS.

Scheme Reference source Adaptability in various environments Resist attacks

DE ON RB GR Sparse traffic Dense traffic Blind zones

[23] X X Weak Ordinary Strong False message

[25] X X Weak Weak Strong Selfish behavior

[14] X X X Ordinary Weak Ordinary False message, intelligent attacks

[18] X X X Strong Ordinary Weak False message

[9] X X X Ordinary Ordinary Strong False message, selfish behavior

[24] X X X X Strong Ordinary Strong False message, value imbalance at-
tacks, collusion attacks

HDRS X X X X Strong Strong Strong False message, value imbalance at-
tacks, selfish behavior, collusion at-
tacks, intelligent attacks

* DE−direct experience; ON−opinion of neighbor; RB−role-based rule; GR−global reputation.

of evaluation. [9] and [24] assume that the reliability of
neighbors’ opinions decreases with distance. [18] and [9]
utilize time decay to distinguish the availability of records.
[24] distinguishes records by the information type. HDRS
combines the above three ways to enhance the adaptability
to dense traffic scenarios.

Blind zones. Due to deployment cost and geographic loca-
tion issues, the infrastructure cannot achieve full coverage in
VANETs. [18] and [14] are dependent on the center or UAVs,
so their adaptability to the blind zones of infrastructure is
relatively weak. The distributed schemes [23], [25], and [9] do
not rely on any infrastructure. [24] and HDRS can update the
V2V reputation normally in blind zones, so they have strong
adaptability.

2) Resist Attacks: HDRS is resistant to the five attacks
described in the attack model in Section III-C. In HDRS,
the evaluator records and evaluates all interactions with the
target, so vehicles that send false messages will be punished.
HDRS sets the reputation of the target vehicle based on
the information type, which can prevent malicious vehicles
from launching value imbalance attacks. By referring to [25],
HDRS stipulates that when RSU updates the global reputa-
tion, in addition to punishing the malicious behavior, it also
appropriately punishes the selfish behavior of the target. The
reliability evaluation module in HDRS can mitigate collusion
attacks by filtering out unreasonable results obtained by the
trust calculation module. In addition, the evaluator adjusts the
update interval dynamically to resist intelligent attacks.

B. Simulation

1) Simulation Setting: To evaluate HDRS, we utilize
Python in conjunction with SUMO for simulation experiments.
Similar to the experiments in references [14] and [9], we utilize
SUMO to simulate realistic vehicle movement. The map used
in the simulation is Hangzhou Cangqian Street, imported by
OpenStreetMap (see Fig.8). Table V summarizes the main

Fig. 8. Map. The map used in the simulation is Hangzhou Cangqian Street
imported by OpenStreetMap.

simulation parameters. As with reference [6], we set the initial
reputation of all vehicles at 0.5 and the detection threshold at
0.4. In order to avoid fluctuation, we get the average results
from 100 times experiments. In addition, we calculate the
standard deviation to reflect the dispersion of the results.

2) Performence Metrics: We define two metrics to reflect
the performance of the schemes.
• Detection rate = Nm/Ng , where Nm denotes the number

of malicious vehicles detected; Ng denotes the number of
malicious vehicles generated in the simulation.
• False-positive rate = Nn/(Nn + Nm), where Nn is the

number of vehicles erroneously determined to be malicious.
3) Detection Performance under Different Conditions: We

compare the detection rates of HDRS and the following two
schemes for malicious vehicles under different conditions:
the centralized reputation scheme of Li et al. [18] and the
distributed reputation scheme of Xu et al. [23].

Fig.9(a) illustrates that the effect of the vehicle number on
the detection rate of HDRS. We find that the decrease in the
vehicle number slows down the detection speed of HDRS.
However, due to the multiple reference sources of reputation
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Fig. 9. Detection performance under different conditions. (a) Vehicle number; (b) vehicle speed; (c) urban areas and highways; (d) the proportion of blind
zones of RSU; (e) packet delivery ratio; (f) the proportion of malicious vehicles.

TABLE V
THE MAIN SIMULATION PARAMETERS.

Parameters Value

Simulation area (km × km) 2.5 × 2.5

V2R transmission range (m) 500

V2V transmission range (m) 300

Simulation time (s) 300

Vehicle speed (km/h) [30,120]

Number of vehicles [50,200]

RSU update interval (s) 50

Vehicle update interval (s) [5,100]

Initial reputation 0.5

Detection threshold 0.4

Reliability threshold 0.8

evaluation, HDRS still detects all malicious vehicles within
300s. Compared with other schemes, HDRS significantly
improves the detection rate when there are fewer vehicles.

Fig.9(b) illustrates that the detection rate of HDRS is nega-
tively correlated with vehicle speed in urban areas. This effect

is more pronounced when the vehicle speed reaches above 90
km/h. The reason is that the average connection time between
vehicles decreases as the vehicle speed increases in urban
areas. Short connection time means fewer interactions which
increase the convergence time of detection. Fig.9(c) illustrates
that vehicle speed on the highway does not significantly affect
the detection rate of HDRS, because the vehicles on the
highway travel in a single direction and their interactions are
more stable than in the urban areas, which allows sufficient
direct interaction for the evaluator.

Fig.9(d) illustrates that the detection rate of HDRS is
negatively correlated with the proportion of blind zones. The
reason is that the vehicles in the blind zones cannot receive
the updated global reputation from RSU. When the proportion
of blind zones reaches 100%, HDRS changes from a hybrid
scheme to a distributed scheme. However, due to the con-
sideration of role-based rules, the detection rate of HDRS is
still better than the distributed scheme [23] that only considers
direct trust and indirect trust. Compared with the centralized
scheme [18], HDRS reflects the adaptability to blind zones.

Fig.9(e) illustrates that the effect of the packet loss on
the detection rate of HDRS. We simulate packet loss by
controlling the packet delivery ratio (PDR). Lyu et al. [31]
pointed out that the value of PDR in urban areas is mainly
between 0.7 and 1.0, so we set the range of PDR to [0.7, 1.0].
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Fig. 10. Punishment of selfish behavior. (a) Changes in the reputation of
selfish vehicles; (b) the punishment for selfish behavior gradually increases.

The results show that packet loss slows down the detection
rate of malicious vehicles. However, as long as the simulation
time is enough, HDRS can still detect all malicious vehicles.

Fig.9(f) illustrates that the detection rate of HDRS is neg-
atively correlated with the proportion of malicious vehicles.
When the proportion reaches 40%, the detection rate of HDRS
decreases significantly, but it still detects 100% malicious
vehicles when the simulation time is enough (about 600s).
In contrast, the other two schemes cannot detect all malicious
vehicles. When the proportion reaches 50%, HDRS cannot
detect all malicious vehicles.

4) Punishment of Selfish Behavior: The number of rounds
of reputation update required to reduce the reputation of a
selfish vehicle below the detection threshold is called the
elimination point. As illustrated in Fig.10(a), the punishment
parameters in Eq.(13) affect the result of the elimination
point. If the elimination point is too small, the false-positive
rate increases. If the elimination point is too large, it is
not conducive to motivate selfish vehicles to communicate
with others. As illustrated in Fig.10(b), the punishment value
increases exponentially with the number of rounds, which
means that vehicles that behave selfishly for a long time will
be punished more.

5) Detection Performance of Collusion Attacks: Fig.11
illustrates that the reliability evaluation is an effective way to
resist collusion attacks, in which τR is the reliability detection
threshold. We set τR to 0.5, 0.3, and 0, respectively. When
τR = 0, reliability evaluation is not performed during the
reputation update process. The abscissa is the proportion of
malicious vehicles launching collusion attacks. The results
show that the detection rate of HDRS decreases with the
increase of the proportion of collusion attacks. However,
reliability evaluation improves the detection rate, and this
effect is positively correlated with the proportion of malicious
attacks. When collusion in attacks is 90% and τ = 0.5, it
improves the detection rate by about 30%.

6) Detection Performance of Intelligent Attacks: In this
part, we utilize AHP to determine the weight of the parameters
in Eq.(15). The specific calculation process can refer to Section
IV-E.

The constructed evaluation factor matrix A, vehicle state
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Fig. 11. Detection performance of collusion attacks.

matrix B1, personnel state matrix B2, V2V security matrix
B3, location matrix B4, and environment matrix B5 are

A =


1 7 2 4 5

1/7 1 1/5 1/4 1/3
1/2 5 1 3 4
1/4 4 1/3 1 2
1/5 3 1/4 1/2 1

 B1 =

 1 4 7
1/4 1 3
1/7 1/5 1



B2 =

1 1 1/5
1 1 1/5
5 5 1

 B3 =

 1 3 7
1/3 1 5
1/7 1/5 1



B4 =

 1 1/5 3
5 1 8

1/3 1/8 1

 B5 =

 1 1 5
1 1 5

1/5 1/5 1


We utilize the constructed matrices to calculate the com-

bined weights and perform a consistency test. Finally, we
determine Eq.(14) as follows.

Time′ =
µ · (0.4269Srs + 0.3658Stm + 0.2073Sin)

M + 1

The object of comparison in simulation is the detec-
tion threshold adaptive control strategy [14]. As depicted
in Fig.12(a), the detection rate of all schemes is positively
correlated with Γ, in which Γ indicates the proportion of
intelligent attacks. However, when Γ is not less than 0.4, both
schemes detect all malicious vehicles within 300s; when Γ =
0.3, the detection rate of both schemes is dropped significantly.
Nevertheless, the dynamic adjustment mechanism of the up-
date interval proposed in HDRS can improve the detection rate
by more than 16%. The reason is that when malicious behavior
occurs, our mechanism provides more frequent reputation
updates. Since the evaluator does not disclose the calculation
results of the reliability evaluation module, malicious vehicles
could not launch intelligent attacks by adapting to the update
interval. As depicted in Fig.12(b), HDRS significantly reduces
the false-positive rate compared to [14].
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Fig. 12. Detection performance of intelligent attacks. (a) Detection rate;
(b) false-positive rate.

VI. CONCLUSION

This paper proposes a hybrid reputation system called
HDRS, which can mitigate collusion attacks through reliability
evaluation and dynamically adjust the reputation update inter-
val to detect intelligent attacks. The simulation results show
that HDRS can maintain a high detection rate and low false-
positive rate for malicious vehicles under various environments
in VANETs. In future work, we plan to combine reinforcement
learning with HDRS to improve the detection performance for
malicious vehicles.
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